
Key Safeguarding Themes in Adolescence

What makes Adolescence so thought-provoking is its unflinching 

look at some of the most difficult safeguarding issues:  

Toxic masculinity

Child-on-child abuse

The grief that follows tragedy

The stark disconnect often felt between generations

These are not just plot points. They are real, daily concerns for Designated Safeguarding Leads and education

professionals.
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Netflix Series - Adolescence

The highly praised Netflix series, Adolescence, created by BAFTA winner Jack Thorne and Broadcasting Press

Guild Award Best Actor Stephen Graham, is more than just compelling drama – it’s a poignant lens through which

we can examine the complexity of safeguarding in today’s world. At its core, the series explores how a single act

of serious violence can ripple outward, affecting families, peers, communities and systems for years to come.  

Moral Maze on BBC Radio 4 has explored a number of the issues raised by the Netflix series

Adolescence recently. Click here to listen or scan the QR code to the right.
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A Guide to Emojis used in Adolescence:

Red Pill = In reference to the film ‘The Matrix’, taking the red pill means you

have learnt the ‘truth’ around gender dynamics. It is used to promote masculinity

and misogyny. 

Dynamite/Explosion = When used alongside the red pill, this means a person

has become an ‘involuntary celibate’ or ‘incel’.

Kidney Beans = This is used to identify someone or self-identify as an incel.

100 = This refers to the ‘80/20 rule’. 80% of women are attracted to 20% of men.

Incels believe the most dominant men are ‘hoarding’ the majority of women.

Red Heart = Love.

Purple Heart = Horny.

Yellow Heart = “I’m interested, are you

interested?”

Pink Heart = “I’m interested but not in

sex.”

Orange Heart = “You’re going to be

fine.”

https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.netflix.com%2Fgb%2Ftitle%2F81756069&data=05%7C02%7CMegan.Ardley%40wqe.ac.uk%7Cc6cddc54f1824af72fde08dd780e44d1%7Ca3487b4237cc46568c86b844e34eaebc%7C0%7C0%7C638798724852880175%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=JjgQVJ5Kfn8gOi7fdGSqRPsWLLlWONFigoSMZOfTIfE%3D&reserved=0
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.netflix.com%2Fgb%2Ftitle%2F81756069&data=05%7C02%7CMegan.Ardley%40wqe.ac.uk%7Cc6cddc54f1824af72fde08dd780e44d1%7Ca3487b4237cc46568c86b844e34eaebc%7C0%7C0%7C638798724852880175%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=JjgQVJ5Kfn8gOi7fdGSqRPsWLLlWONFigoSMZOfTIfE%3D&reserved=0
https://www.bbc.co.uk/programmes/m00298tz




Eduresearching podcast

In episode 13 of the ‘EduResearching’ podcast, Dr Steve Murray is joined by Matt

Pinkett. Matt is an English teacher who is passionate about researching gender and

masculinity in schools. In this podcast, he speaks about how to combat misogyny

in schools. We are delighted that Matt will be visiting WQE later in the year to speak

to our students about such important topics. 

Scan the QR code or click the microphone picture to listen to the podcast. Matt begins

speaking from 06:40.  

The many faces of online scams: four

key deceptions targeted at children

Deceptive design
Technology-facilitated sexual

exploitation and abuse

AI-related manipulation Gaming-related risks

Deceptive Design refers to any features of digital

products that manipulate users into choosing

options that go against their “best interests.” This

includes blockades that hinder app navigation

through pop-ups, encouraging parasocial interaction

or lures to increase the time and money spent on

the platform, as well as advertising manipulations.

Technology-facilitated child sexual exploitation and

abuse encompasses any criminal activity involving

the use of technology to sexually abuse or exploit

children. This includes the production, distribution,

and possession of child sexual abuse material

(CSAM), as well as online grooming and enticement

of children for sexual purposes.

AI related manipulation refers to the misuse of

artificial intelligence to deceive, exploit, or harm

children. These methods have become increasingly

sophisticated and difficult to detect, thereby

elevating the risks for children online. Examples of

AI related manipulation include AI-generated

content, personalised manipulation, and amplified

sextortion (see more on the next page).

Online games offer many benefits to children like

problem-solving skills and opportunities for play but

also pose potential risks. These may include

addictive designs, pathways to gambling and the use

of loot boxes by companies to drive up profits.

When many people think about online scams, they think about financial scams

targeted at older people, or at adults in general. However, children are also the

targets of deceptive behaviour online. The London School of Economics have

published a report on this and have concluded that there are multiple ways that

children are manipulated and deceived online.

Click here or scan the qr code to read more on this topic.

https://creators.spotify.com/pod/profile/eduresearching0/episodes/EduResearching-Episode-13---Matt-Pinkett---Combatting-Misogyny-in-Schools-e2qsqb7/a-abkinnq
https://blogs.lse.ac.uk/medialse/2025/02/10/the-many-faces-of-online-scams-four-key-deceptions-targeted-at-children/


‘Sextortion’ and the rise of AI

So-called ‘sextortion’ is a form of online exploitation

where perpetrators use intimate images or videos of a

young person to blackmail them. They may demand

additional images, money, or even coerce victims into

recruiting others. While sextortion can happen to anyone,

teenagers and young adults are particularly vulnerable.

THE USE OF AI TECHNOLOGY

There has been a worrying increase in the use

of AI-generated indecent images of young

people within ‘sextortion’ cases. Offenders

obtain innocent images of a young person, often

from their social media profiles, and

superimpose it onto an explicit image or video,

making it appear that they are engaging in a

sexual act on camera.

WHAT IS THE IMPACT ON YOUNG PEOPLE?

Feeling trapped in a ‘sextortion’ scam can feel

overwhelming, inducing fear, panic and a range

of other complex emotions including humiliation,

stigma and shame. The perpetrator plays on

such fears to discourage their victims from

coming forward to seek help.

Sadly, in some cases, the psychological impact

can lead to thoughts of self-harm or suicide. This

is why early intervention, 

education and frequent open 

conversations are crucial in 

protecting children and young 

people in these situations.

Even if a young person has never shared a

sexual image of themselves, they can still be a

victim of ‘sextortion’ through the use of this

technology and the threat and impact can be 

just as real. Remember, this

technology is extremely

advanced and can trick most

people into thinking it is a real

image or video.

scan the qr code or click the INEQE logo in the top right corner for more information

Fact checking online resources

Do you know where your ‘facts’ are coming

from? Misinformation, rumours and false

claims can spread extremely quickly,

therefore it is critical that we know how to

separate fact from fiction.

Click the signpost image or scan the 

QR code for a guide on how to fact 

check your resources.

Coming in the

next edition:

Essential KCSIE

2025 Updates

Martyn’s Law

https://ineqe.com/2025/01/20/sextortion-rise-of-ai/
https://www.educateagainsthate.com/wp-content/uploads/2025/04/How-to-Fact-Check-Online-Sources.pdf?utm_source=e-shot&utm_medium=email&utm_campaign=Educate+Against+Hate+May+Newsletter+

